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Introduction

The study of layered materials is the field related with low dimensional physical systems that are the subject of much great interest currently [1–67]. In particular, the study of layer dependent electronic and dielectric properties of these materials is not only interesting from a basic point of view but has also a strong technological potential. Furthermore, electronic transport in these materials is a topic of interest for both technological applications and fundamental understanding of basic physical phenomena. The continuous demand for smaller and faster devices has pushed the conventional device geometry from bulk towards lower dimensions such as 2D electron gases (2DEGs) in heterostructure quantum wells [68] and graphene [69–71], and 1D electron gases (1DEGs) in nanowires [72] and carbon nanotubes (CNTs) [73]. The reason for this shift of bulk geometry towards lower dimensions is to enhance the carrier mobility in a single transistor and to have large number of transistors on a single chip for faster switching operation and lower power consumption. With the continuous advances in semiconductor technology, the dimensions of heterostructures and devices fabrication have already entered in the regime of quantum mechanics. Consequently, the study of nanostructures has become an active area of research in the field of emerging nanoscience.

On the other hand, surfaces are another typical example of low dimensional physical systems. Nowadays, the great interest in taking advantage of the properties discovered and predicted by the emerging nanoscience makes the surface and interface science a key research area [74–77]. The main reason for this is that typically a surface is nothing else than the template on which some nanomaterials are constructed. Therefore, surfaces are the laboratories where research at the nanoscale can be done. Thus, fundamental understanding of the atomic-scale processes taking place at surfaces as well as their intrinsic properties, are also key factors for nanoscience and nanotechnology. The demand of novel materials and fundamental understanding of their properties, is the driving force behind material science in the 21st century. The researcher's aim is to design new materials which suit particular industrial applications.

One of the economical and easiest way of predicting new materials is by first principles calculations. The idea behind first principle, also known as ab-initio, calculation is to apply the basic laws of physics to identify the stability of the materials in different compositions as well as their fundamental properties. Materials are made of atoms which are the building blocks of matter/materials. The atoms themselves consist of electrons. The behavior of a material predicted by carrying out electronic structure calculations is a well known fact today and has many successes behind it [78–80]. However, the success [81] of first principles calculations in predicting new materials and offering in-depth explanation of observations made in the experiments can be attributed to intensive and extensive research in the field of condensed matter. Various theories have been developed, starting from Hartree to the most popular framework of modern density functional theory. The other reason for the success of ab-initio based physics is the rapid development of computer technology. With the increasing power of computers, ab initio methods are becoming an essential tool in physics, chemistry, biology and materials science [82]. However, it is also important to mention that predictions made by ab-initio calculations are more useful when backed up by experimental synthesis of the predicted material.
Review of Literature

Layered materials such as transition metal dichalcogenides, MX$_2$(M=Mo, W, Nb; X=S, Se, Te), represent a diverse and large untapped source of low dimensional systems with exotic electronic properties and high specific surface areas, that are important for sensing, catalysis and energy storage applications [83–101]. In all the layered materials intralayer bonding is very strong compared to interlayer bonding which is weak. The bulk crystal of, Layered transition metal dichalcogenides(LTMDs) on which we mainly focus in our work, is built up of van der Walls bonded chalcogen(X)-metal(M)-chalcogen(X) units which crystallizes in hexagonal structure(2H symmetry having space group P6$_3$/mmc) [83] consisting of X-M-X layers as shown in figure 1. 2H-MX$_2$ i.e. bulk structure has two such layers, each of the stable units referred as a monolayer(1H-MX$_2$) which consists of two hexagonal planes of chalcogen atoms and an intermediate sandwiched hexagonal plane of metal atoms. Because of the weak interactions between the layers and the strong interactions within the layers, the formation of ultrathin crystals of 1H – MoS$_2$ by the same micromechanical cleavage technique, as was applied to graphene, has been achieved by Novoselov et. al. [102]. They extracted 6.5Å thick monolayer with honeycomb structure.

Due to the weak forces between the layers and the anisotropic character of LTMDs, shearing takes place more easily, leading to these being put into lubricant applications [84]. LTMDs find application in photocatalysis, optoelectronics and photovoltaics as well [83,87–89,92,94]. LTMDs have been found to show many interesting optical properties including excitonic effects in these materials [83,103–106] which are important for device applications. An extensive survey of the properties of bulk LTMDs have been made by Wilson and Yoffe [83,86]. Beal et. al. [103] measured the transmission spectra in the energy range of 0-4.0 eV and, Beal and Hughes [104] measured the reflectivity spectrum for $E \perp c$. Hughes and Liang [105] measured the vacuum ultraviolet reflectiv-
ity spectra in the range of 4.5-14 eV for $E_\perp$. Zeppenfeld [107] measured the electronic energy losses and optical anisotropy of single MoS$_2$ crystal. Liang and Cundy [108] has made detailed study of the electron energy loss spectra of LTMDs. Previous research found that bulk MX$_2$(M=Mo, W; X=S, Se, Te) have a band gap of 0.7 eV to 2.0 eV [63,85,87,90,91,96–99,101] which can make these materials as a candidate for device applications and may be promising replacement of Silicon(Si).

Furthermore, Group-IV semiconductor materials, including Si and Ge, play an important role in modern technology. Metal/semiconductor interface interactions continue to attract interest in both fundamental and applied research [74–77, 109–113] and are of vital importance for the semiconductor and micro-electronic industry. With miniaturization pushing into the nanoscale regime, new ways of constructing nanoscale devices are being looked into. Physical properties of semiconductor surfaces play an important role in the miniaturization of devices. Generally the focus lies on metal/Si interface because of the importance of Si in semiconductor industry. The metal/Ge interface is less well studied, despite its importance in the development of radiation detector systems and high speed electronic devices. Presence of broken (dangling) bonds on these surfaces determine their physical and chemical properties [114–116]. These surfaces have two dangling bonds on each surface atom (Figure 2). These surfaces minimize their energy by adjusting the positions of their atoms (i.e. undergo reconstruction) leading to reduction in the number of the dangling bonds. Dangling-bond surface states are particularly interesting because they are closely related to the position of the Fermi level [117] and possibly related to the surface reconstruction effects [78]. Among the most stable surfaces of Si and Ge, that so far have received attention from technological perspective, are the reconstruction of Si(001) and Ge(001) surfaces [114–132], in particular, those having lower indexes, namely: (2x1), (2x2) and (4x2). In the reconstruction, dimer formation on the top of a slightly relaxed substrate on the surfaces is the result of partial dangling bond saturation. Further stabilization of the surface

Figure 2: Side view of unreconstructed clean(001) surface of group-IV element (Si and Ge). Surface atoms are bonded with two atoms of subsequent layer, therefore, there are two dangling bonds on each surface atom.
is reached by a distinct buckling of the dimers. Furthermore, adsorption of noble metal atoms on these surfaces to create exotic low dimensional structures such as nanowires has been of leading interest currently [74–77,112,113]. Gurlu et al. [109] were the first to observe experimentally the nanowire formation on Ge(001) surface after deposition of roughly 0.25 monolayer of Pt. They observed one-atom thick wires which could be hundreds of nanometers long. It has also been observed that there could appear different types of reconstruction depending upon the noble metal coverage and annealing temperature [133–135].

**Theoretical Background**

The properties of condensed matter and molecules are determined by the electrons and the nuclei. The study of electrons provides salient information about electronic, magnetic, optical and bulk properties of matter [81, 82]. Various electronic structure methods have been developed in the past [79, 80]. The most prominent ones used for solid systems are Density Functional Theory (DFT) [136,137]. The main goal of any density-functional based computational method is to calculate properties, for given chemical composition and geometrical structure of a system, as accurately as possible by solving the electronic Schrodinger equations [138]. This method does not make use of any empirical information or free parameters. However, the problem of solving Schrodinger equations to find quantum ground state description of the electrons in a condensed system is a correlated many-body problem, which at present can be solved only approximately and yet provides fairly accurate values.

A complete description of the quantum mechanical behavior of atoms requires detailed consideration of interactions between electrons and nuclei. The starting point of the description of a system containing electrons and nuclei is the Hamiltonian:

\[
H = \frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 - \frac{\hbar^2}{2M_i} \sum_i \nabla_i^2 - \sum_{i,j} Z_i Z_j e^2 \frac{1}{|r_i - R_j|} + \frac{1}{2} \sum_i \frac{e^2}{|r_i - r_j|} + \frac{1}{2} \sum_{i,j} Z_i Z_j e^2 \frac{1}{|R_i - R_j|}
\]

where \(m_e\) and \(M_i\) represent the electron mass and mass of the nuclei respectively, \(r_i\) and \(R_i\) are positions of electron and nuclei. \(Z_i\) is charge of nuclei and \(e\) is charge of electron. The first and second terms are the kinetic energies of the electrons and nuclei, respectively. The third term describes the Coulomb attraction between nuclei and electrons. The fourth and fifth terms describe the electron-electron and nucleus-nucleus Coulomb repulsion, respectively. Since the real Hamiltonian of solids consists of electrons and nuclei of the order of \(10^{23}\) the problem is impossible to solve. So we need new approximations to solve the many-body problem.

**Born-Oppenheimer approximation**

Born-Oppenheimer approximation is the early approximation used to solve the Hamiltonian by considering the fact that the nuclei can not move as much as electron due to its heavy mass. Based on that observation, it has been assumed that as a first approximation the motions of the two subsystems (electrons and
nuclei) can be uncoupled i.e. the electrons move in the field of fixed nuclei. Thus, within this approximation, the kinetic energy of nuclei can be neglected and the coulomb repulsion interaction between the nuclei is considered as a constant. The remaining terms in the Hamiltonian describe the motion of electrons in the field of fixed nuclei charges, which is commonly called electronic Hamiltonian \[81\]. If we have \(N\) electrons moving in the external potential \(V_{ext}\) of fixed nuclei, then the electronic Hamiltonian in atomic units \(\hbar = m = |e| = 1\) can be written as:

\[
H = -\frac{1}{2} \sum_i \nabla_i^2 + \sum_i V_{ext}(r_i) + \frac{1}{2} \sum_{ij} \frac{1}{r_{ij}}
\]  

(2)

Even after omitting the nuclei terms in old Hamiltonian still the electrons are in the order of \(10^{23}\) making an exact solution impossible. To get rid of the still unsurmountable problem of all electron equation, variational method is often used \[81,139\]. It is a powerful method which allows one to choose any approximate wave-function and looking for lower energy by making \(\langle H \rangle\) stationary. It offers a way of searching for ground state wave-function. However, complicated nature of electron-electron interactions makes it difficult to solve many-electron Hamiltonian, this is where we are forced to make approximation for the wave-function.

**Hartree and Hartree-Fock Approximations**

In Hartree approximation, each electron is moving independently in some sort of average potential of the rest of electrons. Therefore, the wave function can be approximated as

\[
\psi_H = \prod \phi_i(r_i) = \phi_1(r_1)\phi_2(r_2)\phi_3(r_3)...
\]  

(3)

where product is carried over all the occupied orbitals \(\phi_i\). The least possible ground state orbitals are determined using variational principle by making \(\langle H \rangle\) stationary. We can make \(\psi_H\) better by taking care of antisymmetric nature of the wave-function \[81,82,139\]. Electron also has spin, so the corresponding spin wave-function is also brought in Hartree-Fock Theory. The Hartree-Fock approximation is viewed as the basis or foundation for more accurate approximation involving correlation between electrons. Within the Hartree Fock approximation, the many body wave function of the system can be treated as a single Slater determinant of independent electrons which satisfies antisymmetry rule. The total wave function \(\psi_{HF}(r_1, \sigma_1,...,r_N, \sigma_N)\) can be then written as:

\[
\psi_{HF} = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\psi_1(x_1, \sigma_1) & \psi_1(x_2, \sigma_2) & \psi_1(x_3, \sigma_3) & \cdots & \psi_1(x_N, \sigma_N) \\
\psi_2(x_1, \sigma_1) & \psi_2(x_2, \sigma_2) & \psi_2(x_3, \sigma_3) & \cdots & \psi_2(x_N, \sigma_N) \\
\psi_3(x_1, \sigma_1) & \psi_3(x_2, \sigma_2) & \psi_3(x_3, \sigma_3) & \cdots & \psi_3(x_N, \sigma_N) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\psi_N(x_1, \sigma_1) & \psi_N(x_2, \sigma_2) & \psi_N(x_3, \sigma_3) & \cdots & \psi_N(x_N, \sigma_N)
\end{vmatrix}
\]

where the \(\psi_i(x_1, \sigma_1)\) are single particle spin orbitals.

Hartree-Fock theory provides an exact treatment of exchange correlation useful for calculations of molecules and larger N-body systems. The expectation value of the Hamiltonian with the wave function is described as \[81,139\]:
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\begin{align*}
\langle \psi_{HF} | H | \psi_{HF} \rangle &= -\frac{1}{2} \sum_{i,\sigma} \int \phi_i^{\ast\sigma}(r) \nabla^2 \phi_i^\sigma(r) dr + \sum_{i,\sigma} \int \phi_i^{\ast\sigma}(r)V_{\text{ext}}(r)\phi_i^\sigma(r) dr \\
&\quad + \frac{1}{2} \sum_{i,j,\sigma_i,\sigma_j} \int \phi_i^{\ast\sigma_i}(r) \phi_j^{\ast\sigma_j}(r') \frac{1}{|r-r'|} \phi_i^{\sigma_i}(r) \phi_j^{\sigma_j}(r') dr dr' \\
&\quad - \frac{1}{2} \sum_{i,j,\sigma_i,\sigma_j} \int \phi_i^{\ast\sigma_i}(r) \phi_j^{\ast\sigma_j}(r') \frac{1}{|r-r'|} \phi_i^{\sigma_i}(r) \phi_j^{\sigma_j}(r') dr dr' \tag{4}
\end{align*}

Where first term represents the kinetic energy, second term the external energy, the third term describes the direct interactions among electrons (or coulomb energy with self interaction), while the exchange interaction is described by the fourth term. Notice that exchange energy exists between the orbitals of same spin i.e. either \( \sigma = 1/2 \) or \( -1/2 \), otherwise it is zero. Exchange energy is purely quantum-mechanical contribution coming from the antisymmetric nature of the wave function. It can be interpreted in terms of exchange or Fermi hole which results from the deficit of electron (of same spin at \( \vec{r} \)) in the neighborhood of \( \vec{r} \). This leads to lowering of total energy because electrons are not interacting strongly as they would have otherwise.

If we want to go beyond the exchange interactions, then we have to take care of the interactions between the electrons of opposite spins which leads to the correlation energy. This makes wave functions more diffused and results into deeper hole and leads to further reduction in the total energy \[139\]. It can also be interpreted in terms of coulomb hole which results from the deficit of electron (of opposite spin at \( \vec{r} \)) in the neighborhood of \( \vec{r} \).

**Foundation of Density Functional Theory**

The ab initio method which will be used in the present research problem relies on Density Functional Theory (DFT). DFT, among the ab-initio methods, is now one of the most widely used approaches to the many-body electron problem \[82,138\]. It is in principle exact theory for interacting electrons, but in practice, it is an approximate methodology in terms of single electron equations. It is worth mentioning about the term ‘functional’ which is the central part of entire DFT both mathematically as well as physically. Mathematically, functional is a map from a function to a number. In other words, functional takes a function as an input and gives a number as output or it takes range of numbers as an input via a function and gives a single number as an output. \( F[f] = \int_{-1}^{1} (x^2+1) dx \) is an typical example of functional \[82\]. Also area under curve \( A[y] = \int_{x_1}^{x_2} y(x) dx \) provide a classical example of functional. Similarly, physically speaking, density functional can be defined as:

\[ \rho[\psi] = \int_{-\infty}^{+\infty} \psi^\ast(r) \psi(r) dr \tag{5} \]

where density \( \rho \) is functional of wave function \( \psi \) and \( \psi \) further depends on the range of spatial coordinates \( r \).
Hohenberg-Kohn Theorems

The DFT was developed by Hohenberg, Kohn and Sham which is based on the electronic density distribution $\rho(r)$ rather than the many electron wave function $\psi$ [136,137]. In this framework the basic theorems of Hohenberg-Kohn (HK) have a fundamental importance.

The original theorem states that an exact representation of the ground state properties of a stationary, non-relativistic many-particle systems in terms of the exact ground state density is possible. First HK theorem states that the system of interacting particles in external potential $V_{\text{ext}}(r)$ is determined uniquely by ground state density, $\rho_0(r)$. Therefore, two systems should be defined by their unique ground state electron density or there exists one-to-one correspondence between the ground state density of a system and the external potential [81, 139]. In other words, two external potentials differing by more than a constant lead to two different ground state densities. Since the Hamiltonian is uniquely determined by the external potential, it follows that all properties, including excited states, of the system can be regarded as functionals of the ground state density.

Second HK theorem states that ground state energy can be written as a functional of density and the density $\rho(r)$ that minimizes the energy is the exact ground state density. Thus the ground state energy as a functional of density can be written as:

$$E[\rho] = T[\rho] + V_{ee}[\rho] + V_{ext}[\rho] = F[\rho] + \int V_{ext}(r)\rho(r)dr \quad (6)$$

The only inputs into the functional $E[\rho]$ that are unique to a given system are $V_{ext}(r)$, the electrostatic potential created by the nuclei and the total number of electrons $N$. $F[\rho] = T[\rho] + V_{ee}[\rho]$ is a universal functional which is independent of nuclear arrangement and charge. Unfortunately, it is this contribution which remains unknown, otherwise all electronic ground states for any nuclear configuration could be determined.

DFT lays the groundwork for approaches that are more accurate than Hartee-Fock through the inclusion of correlation energy, and less complicated due to its use of the three coordinate electron density as compared to 3N coordinate electron wave function [82]. The realization of accuracy depends upon how well $F[\rho]$ is approximated. An additional strength of DFT based methods is the fact that, since $F[\rho]$ is universal, better approximations to $F[\rho]$ have the potential of improving all DFT calculations, regardless of systemic details.

Kohn-Sham Formulation

Almost any practical use of DFT rely on the work of Kohn and Sham (KS) from the late 60’s [136]. The Kohn-Sham equations result from an attempt to circumvent the problem of the unknown $F[\rho]$ by reformulating it as follows [137]:

$$F[\rho] = T_S[\rho] + V_H[\rho] + E_{XC}[\rho] \quad (7)$$

where $E_{XC}[\rho]$ is

$$E_{XC}[\rho] = T[\rho] - T_S[\rho] + V_{ee}[\rho] - V_H[\rho] \quad (8)$$
\[ T_S[\rho] = -\frac{1}{2} \sum_i^N \int \phi_i^*(r) \nabla^2 \phi_i(r) dr \] denotes the kinetic energy for a system of N non-interacting electrons and \( E_{XC}[\rho] \) is called exchange-correlation energy which contains the difference in kinetic energy between a system with N interacting electrons and one with N non-interacting electrons. It also contains non-classical part of \( V_{ee}[\rho] \), both the exchange part captured in Hartee-Fock, and the correlation energy missed by Hartee-Fock.

Kohn-Sham theory is based on a basic ansatz, namely that the ground state density, \( \rho(r) \), of an interacting system is also the ground state density of a non-interacting system with an effective potential \( V_{eff}(r) \). The electron density is, therefore, determined from a single-particle Schrödinger equation:

\[
\left[-\frac{1}{2} \nabla^2 + V_{eff}(r)\right] \phi_i(r) = \epsilon_i \phi_i(r) \tag{9}
\]

where \( \phi_i(r) \) are the single electron KS orbitals giving the density:

\[
\rho(r) = \sum_i |\phi_i(r)|^2 \tag{10}
\]

where the sum is over the occupied states. The effective potential \( V_{eff}(r) \) is given by:

\[
V_{eff}(r) = V_{ext}(r) + \frac{\delta}{\delta \rho(r)} [E_H + E_{XC}] \tag{11}
\]

The Kohn-Sham energy functional that needs to be calculated is:

\[
E[\rho] = T_S[\rho] + \int V_{ext}[\rho] \rho(r) dr + \frac{1}{2} \int \int \frac{\rho(r) \rho(r')}{|r - r'|} dr dr' + E_{xc}[\rho] \tag{12}
\]

To solve the Kohn-Sham equation, we need to define \( V_{eff} \), for defining it we must know electron density and to know electron density, we must know the single electron orbitals (or wave-functions). To break this circle, the problem is usually treated in an iterative way [81,82,139].

1. Define set of orbitals \( \phi_i(r) \) to construct initial electron density

\[
\rho(r) = \sum_i |\phi_i(r)|^2
\]

2. Calculate the effective potential \( V_{eff}[\rho] \).

3. Solve Kohn-Sham equation for the single particle wave function \( \phi'_i(r) \).

4. Calculate the new electron density

\[
\rho'(r) = \sum_i |\phi'_i(r)|^2
\]

5. If the solution is self-consistent, then compute total energy. If solution is not self-consistent, then go to step 2 and calculate the \( V_{eff}(r) \) by updating the electron density to get self-consistent solution.
The iterations are continued until a desired convergence in electron density $\rho$ and associated energy $E[\rho]$ are attained. Upon convergence, the ground state energy is found from the energy functional of Eq.(15). The validity of effective implementation of the Kohn-Sham method lies in finding a good approximation for $E_{XC}$ and hence $V_{eff}$.

**Local Density Approximation (LDA)**

In principle, solution of Kohn-Sham equations with the exact exchange-correlation potential, would give a set of single particle eigenstates whose density of states equals that of the fully interacting system. Unluckily the exact exchange-correlation potential is not known and one has to find reasonably approximations for $V_{XC}$. The simplest approach is the local density approximation (LDA) where the contribution of each volume element to the total exchange correlation energy is taken to be that of an element of a homogeneous electron gas with the density corresponding to that point [81, 139, 140]. In this approximation inhomogeneous systems are replaced with a constant density of homogeneous electron gas.

$$E_{LDA}^{XC}[\rho(r)] = \int \epsilon_{xc}^{\text{homo.}}[\rho(r')]|\rho(r')dr'$$

(13)

where $\epsilon_{xc}^{\text{homo.}}$ is the exchange-correlation energy density of a homogeneous electron gas. $E_{LDA}^{XC}$ is a good approximation for a slowly varying electron density and becomes exact for a uniform electron gas. Surprisingly, it sometimes performs well even with rapidly varying electron densities, however, with highly localized electron states it typically fails [82].

**Generalized Gradient Approximation (GGA)**

For a long time the local density approximation was considered the method of choice in electronic structure calculations. One strategy to improve the LDA is to include the gradient of the charge density in exchange-correlation functional, something that should take into account the inhomogeneity of the electron gas [81, 141]. The resulting method, where the exchange-correlation potential is a function of both the charge density at a given point, and the first-order gradient of the charge density at the same point, is known as the generalized gradient approximation (GGA).

$$E_{GGA}^{XC}[\rho(r)] = \int \epsilon_{xc}[\rho(r'), |\nabla \rho(r')|]|\rho(r')dr'$$

(14)

Generally GGA is more accurate than LDA in comparison with experiments but computationally more time consuming than LDA.

It is important to mention that the KS eigenvalues, $\epsilon_i$, are not the true energy levels of the interacting system. The density $\rho(r)$ is one of the few physical quantities that can be strictly obtained, at least in principle, from KS formalism. In particular, the total energy is not equal to the sum of KS eigenvalues i.e. $E_{KS}[\rho(r)] \neq \sum_i \epsilon_i$ [139]. The KS Hamiltonian is an effective one-electron Hamiltonian that introduces the effects of electron-electron interactions in a mean-field approach. Although not exact, the KS eigenvalues ($\epsilon_{KS}$) have proven
to be a reasonable starting point to understand the electronic structure of real systems. There are well known limitations in the KS band structure. In this context, it is important to mention that the fundamental band gap \( E_g \) of a semiconductor or insulator is only approximately predicted using the LDA or GGA exchange-correlation functionals. One of the reasons for that in the KS approach the gap, \( E_{KS} \), is defined as the difference between the lowest unoccupied (\( \epsilon_{lumo}^{KS} \)) and highest occupied (\( \epsilon_{homo}^{KS} \)) eigenvalues which differs from the definition of the gap \( E_g \) \[139\]. The latter is defined as \( E_g = I - A \), where \( I \) is the ionization potential and \( A \) the electron affinity. The relation between \( E_g \) and \( E_{KS} \) is given by \( E_g = E_{KS} + \delta_{xc} \), where \( \delta_{xc} \) is the derivative discontinuity, i.e., a finite kink that the exchange-correlation potential exhibits as the particle number crosses the integer number of particles \( N \) in the system.

**Computation Method**

The electron wave-function of Kohn-Sham orbitals can be expanded using a given basis set. These basis sets can be made from localized atomic orbitals, plane-wave or some mixed basis set. Depending upon different basis sets many simulation packages like VASP \[142\], WEIN2K \[143\], Elk \[144\], SIESTA \[145\], CASTEP \[146\] etc. have been developed to solve Kohn-Sham equations. In our case, all the calculations will be carried out using SIESTA method and the corresponding code (Spanish Initiative for Electronic Structure with Thousand of Atoms) \[147–151\] which uses localized basis sets of atomic orbitals \[152–155\]. This code is chosen due to its widespread use and efficiency. Moreover our motivation to use SIESTA is also there because it is freely available open source package and our computational resources along with computational time are compatible with it. One of the main characteristics of SIESTA is that it utilizes a very general and flexible linear combination of numerical atomic orbitals (LCAO) DFT method. While limited basis sets offer an advantage for large-scale simulation over traditional plane-wave techniques. The real promise lies in the development of new O(N) methods with a computational cost that scales linearly with system size. So it can be implemented for larger systems of thousands of atoms unlike other codes. Apart from that, the method is also characterized by a set of parameter that controls the accuracy of the self-consistent KS solution. For example the size (number of atomic basis orbitals) and range (radius of the basis orbitals) of the basis set, the fineness of real-space integration grid, the non-linear core correction to treat exchange-correlation interaction between core and valence states, etc.

**Pseudopotential**

The electrons in the atom can be divided in two groups, core and valence electrons. Core electrons reside in the deeper shells and are strongly bound to the nuclei. As a consequence, the core electrons are not strongly affected by the chemical environment in which the atom is embedded and they usually donot participate in the chemical bonding \[156\]. However, from the numerical point of view, these core electrons represent a very high computational cost. To reduce the numerical cost, in many DFT implementations, the external potential \( V_{ext}(r) \) is replaced by the pseudopotential. In pseudopotential approximation,
the strong nuclear potential and core electrons are replaced by an effective ionic potential acting on the valance electrons [157, 158]. The pseudopotentials are typically generated for free atoms, but can be applied to solids and molecules since the core states almost remain the same. In SIESTA one typically uses norm-conserving pseudopotential of the Troullier-Martins [159,160] type in which the norm of the pseudowavefunction is same as the one of the true wave function and beyond the cutoff radii pseudo-charge density as well as the pseudo valance orbitals are equal to the real ones.

Basis Sets

In the numerical solution to the KS equations one expands the wave functions in terms of a basis set:

$$\psi_n(r) = \sum_m c_{nm}\phi_m(r)$$

In SIESTA the basis orbitals are localized functions centered on the atoms [152–155]. At an atomic position $R_I$, the set of orbitals are

$$\phi_{I,lmn}(r) = \phi_{ln}(|r_I|)Y_{lm}(r_I)$$

where $r_I = (r) - R_I \ , \ \phi_{ln}$ is a radial function and $Y_{lm}$ are the real spherical harmonics with angular momentum labeled by $l,m$. For each value of $l$ one can have multiple radial functions labeled by $n$. A single-$\zeta$(SZ) basis set have $n = 1$, double-$\zeta$ have $n = 1, 2$, etc. In the case of carbon, the minimal basis set (SZ), consists of a single $s$-orbital($l = 0, m = 0$) and three $p$-orbitals ($l = 1, m = 1, 0, 1$), corresponding to the four valence electrons. This basis can be expanded by five polarization $d$-orbitals ($l = 2, m = 2, -1, 0, +1, +2$), and is denoted as single-zeta-polarized (SZP). If $n = 2$ the basis is denoted double-zeta-polarized (DZP) which is generally considered as the standard basis set in SIESTA. The radial functions have a finite range and are strictly zero beyond a cutoff radius.

Calculations with SIESTA

In order to solve the Kohn Sham differential equations one needs to specify the boundary conditions for the problem. In the SIESTA method one uses periodic boundary condition within the supercell approach [151]. This is the natural choice for bulk crystals, which in reality are periodic. The supercell approach can also be applied to non-periodic structures if a sufficient amount of vacuum is included in the supercell, to effectively separate the objects. In this way molecules, wires, and surfaces can be studied by including vacuum in three, two, or one directions, respectively.

Band Structure

Since the supercell is periodic, Bloch’s theorem applies and the wave functions can be written as:

$$\psi_{nk}(r) = u_{nk}(r)e^{ik\cdot r}$$
where \( u_{nk}(r) \) has the periodicity of the supercell, \( k \) is a wave vector in the first Brillouin zone (BZ), and \( n \) is the band index. The above equation allows mapping the KS equations to the reciprocal space, where they are solved for each different \( k \) and the size of the problem is restricted to the number of orbitals in the supercell. The expectation value of a typical operator, \( \hat{A} \), is found as:

\[
\langle A \rangle = \frac{1}{V_{BZ}} \int_{BZ} A(k) dk \approx \sum_k \omega_k A(k) \tag{18}
\]

where the integral is approximated by a sum over a number of \( k \)-points with weight \( \omega_k \). The Monkhorst-Pack grid \([161]\) is a common technique used in sampling the Brillouin zone. This method generates special points in the Brillouin zone, and their integration weights provide an efficient means of integrating periodic functions in \( k \)-space. The accuracy of integration entirely depends on the choice of integration grid, and, therefore, the Monkhorst-Pack technique allows not only for specific integration of portions of Brillouin zone only, but also for a sampling of the entire Brillouin zone. However, the symmetry of the cell may drastically reduce the number of \( k \)-points within the Brillouin zone. If the supercell is large, the corresponding BZ is small, and few \( k \)-points are needed. In the non-periodic directions only the \( \Gamma \)-point (\( k_i = 0 \)) is usually included.

**Total Energy**

Total energy is the key parameter for all DFT based calculations because it gives us useful information of many important properties of material. We can find many important properties as shown in Table 1 by taking derivatives of total energy with the parameters like lattice constant, volume of unit cell, atomic coordinates etc \([162]\). The plot between the total energy and finite lattice spacing gives the lattice constant which corresponds to the lowest energy. Total energy is also of importance for finding the converged technical parameters such as, optimized value of number of \( k \)-points, cutoff energy for real space grid \([163]\), optimal size of the basis set used etc., for any DFT code.

<table>
<thead>
<tr>
<th>Order of Derivatives</th>
<th>Parameters</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>1. Atomic coordinates</td>
<td>1. Forces on respective atoms</td>
</tr>
<tr>
<td></td>
<td>2. Volume of unit cell</td>
<td>2. Bulk Modulus</td>
</tr>
<tr>
<td></td>
<td>3. Electric field</td>
<td>3. Dipole moment</td>
</tr>
<tr>
<td>Second</td>
<td>1. Lattice constant</td>
<td>1. Infrared and Raman Spectra</td>
</tr>
<tr>
<td></td>
<td>2. Electric field</td>
<td>2. Polarizibility</td>
</tr>
<tr>
<td>Third</td>
<td>1. Lattice constant</td>
<td>1. Anharmonic contributions to</td>
</tr>
<tr>
<td></td>
<td>2. Lattice Constant and</td>
<td>vibrational frequencies</td>
</tr>
<tr>
<td></td>
<td>electric field</td>
<td>2. Raman Intensity</td>
</tr>
</tbody>
</table>

Table 1: The properties which can be calculated from total energy by taking derivatives with respect to different parameter \([162]\).
Total and Partial Density of states

In the numerical calculations we repeatedly calculate total and partial densities of states. The density of states for a system described by the Hamiltonian matrix $\hat{H}$ is defined by

$$D(E) = \sum_i \langle \psi_i | \delta(E - \hat{H}) | \psi_i \rangle$$

(19)

where $|\psi_i\rangle$ is the eigenstates of the Hamiltonian $\hat{H}$. Above equation can be rewritten as:

$$D(E) = \sum_i \langle \psi_i | \psi_i \rangle \delta(E - \epsilon_i)$$

(20)

where $\epsilon_i$ are a discrete set of eigenenergies. This equation can be further written as

$$D(E) = \sum_i P_i D(E)$$

(21)

where $P_i D(E)$ is the partial density of states

$$P_i D(E) = \sum_j \langle \psi_j | i \rangle \langle i | \psi_j \rangle \delta(E - \epsilon_j)$$

(22)

Here the quantity $P_i D(E)$ expresses the density of states projected on to $|i\rangle$.

Dielectric Properties

SIESTA uses first order perturbation theory to calculate the dielectric properties of materials/molecules [145,151]. One solves a problem of a photon perturbing a model via a single particle Hamiltonian i.e. one starts with a model ground state Hamiltonian $H_0$ and add a perturbing potential $V$ as $H = H_0 + V(r)$, where $H_0 = p^2/2m + U(r)$ and $V = V_{ext} + V_s$. In the formula, $p$ is momentum operator, $U$ is crystal potential, $V_{ext}$ is time dependent perturbation and $V_s$ is the screening interaction due to the perturbation. Thereafter, one solves the Liouville equation for the above system by splitting density matrix into ground state and perturbed part, which results into the following formula for dielectric function:

$$D = \int dk \frac{n_f - n_i}{\epsilon_f - \epsilon_i} - \omega |\psi_f^*(k)| p |\psi_f(k)\rangle \langle \psi_f^*(k) | p |\psi_i(k)\rangle$$

(23)

where $n_i$ and $n_f$ are initial and final occupation numbers respectively; $\epsilon_i$, $\epsilon_f$ and $\omega$ are initial eigenvalues, final eigenvalues and impinging photon frequency respectively. The dielectric function($D$) above is the solution within first order time dependent perturbation theory. The first order part comes from approximating the commutator of $H$ with the perturbed density matrix in the Liouville equation. However, up to this point there is no exchange and correlation in the solution. To correct the lack of exchange and correlation, in SIESTA code, the eigenvalues and eigen functions in above formula are replaced with the ground state DFT eigenvalues and eigenfunctions. So that at least the energies and the s, p, d, f character of the eigenfunctions are much better and one is indeed able to get a very reasonable answer in many situations.
Motivation and Research Objectives

As discussed earlier that low dimensional systems are the systems of much interests due to their entirely different behavior than corresponding bulk counterparts. Nanoscience and consequent nanotechnologies have been dominated by low dimensional honeycomb structured carbon based materials in the last two decades. Graphene, a two dimensional (2D) honeycomb structure of carbon, has been studied in great detail by researchers [69–71, 166], but it has no band gap. However, many important applications in optics and transistor technology require a band gap, leading to vigorous research efforts to functionalize it to achieve band gap manipulation. However, in contrast, layered transition metal dichalcogenides (LTMDCs), e.g. MoS$_2$ monolayer, are emerging as competing materials for nanoelectronics due to interesting properties like the presence of a band gap, thermal stability up to 1,100 $^\circ$C and the absence of dangling bonds. This recently culminated in the successful implementation of a monolayer MoS$_2$-based field effect transistor, with HfO$_2$ as a gate insulator [40]. Atomically thin MoS$_2$ has also been studied by optical spectroscopy and has been found as a new direct band gap semiconductor with gap of 1.8 eV [53]. This has raised tremendous interest in exploring the extraordinary properties of other monolayers of LTMDs. Moreover, these materials have honeycomb structures like graphene and same mechanical exfoliation technique [102] can be applied to these materials as was applied to extract single layer of C atoms i.e graphene. Also it has been shown recently by Coleman et. al. [39] that layered materials, such as MoS$_2$, MoSe$_2$, MoTe$_2$, WS$_2$, TaSe$_2$, NbSe$_2$, NiTe$_2$, BN, Bi$_2$Te$_2$ can be efficiently exfoliated into individual layers. On the other hand, Pt deposited on a Ge(001) surface spontaneously forms nanowire arrays [109–111]. These nanowires are thermodynamically stable and can be hundreds of atoms long. The nanowires only occur on a reconstructed Pt-Ge surface where they fill the troughs between the dimer rows on the surface [74, 75]. This unique connection between the nanowires and underlying substrate make a thorough understanding of the reconstruction desirable for nanowires array and physical phenomenon associated with them.

The goal of this work is to obtain insight, from first principle calculations, on the properties and phenomena of layered transition metal dichalcogenides and semiconductor Germanium surfaces. Particularly, we would concentrate our efforts on systems with relevance and importance for experimental groups as well as for technological point of view. The objectives of our research work are as follows:

1. The first principle DFT based calculations will be carried out to find the electronic structure of the monolayers of LTMDCs MX$_2$ where M=Mo, W, Nb and X=S, Se, Te. However, our aim will not be calculate the correct band gap as it is well understood that conventional DFT approach is unable to yield correct band gap but our emphasis will be on the study of electronic structure of these monolayers with focus on the prediction of the nature of band gap of these monolayers.

2. As the quantum confinement can play important role on these materials, the next task will be to study the electronic structure of these materials by systematic reducing the number of layers from bulk to monolayer limit.
3. The optical properties of the monolayers of the considered materials would be interesting to look into in comparison with their bulk counterparts. However, it is worth mentioning that though many body effects may be important for correctly describing the excitonic effects, but the general insight about the dielectric functions and plasmons may be important.

4. Further the influence of quantum confinement effect on the dielectric properties by systematically reducing the number of layers from bulk to the monolayer limit will be looked into.

5. Next task will be the tuning of the electronic band gap and dielectric properties of the considered monolayers by using mechanical strains. Furthermore, electronic structure tuning of bilayers of these materials can be performed by number of ways like applying mechanical strain, tuning the interlayer distances, by applying external electric field etc.

6. After that, our aim is to investigate electron transport properties of these materials which can have technological importance, an area in which not much work has been done.

7. Besides, our aim is also to find atomic structure models for the adsorption of Pt on Ge(001) surface. Different types of Pt induced reconstructed geometry with varying the coverage of Pt will be studied for structural, electronic and dielectric properties. Also, efforts will be made to find electronic and dielectric properties of Pt/Ge interface by passivating with H atoms.
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